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Abstract :  Glaucoma is a chronic and irreversible eye disease, which leads to deterioration in vision and quality of life. In 

this paper, we develop a deep learning (DL) architecture with convolutional neural network for automated glaucoma diagnosis. 

Deep learning systems, such as convolutional neural networks (CNNs), can infer a hierarchical representation of images to 

discriminate between glaucoma and non-glaucoma patterns for diagnostic decisions. The proposed DL architecture contains six 

learned layers: four convolutional layers and two fully-connected layers. Dropout and data augmentation strategies are adopted 

to further boost the performance of glaucoma diagnosis. Extensive experiments are performed on the ORIGA and SCES datasets. 

The results show area under curve (AUC) of the receiver operating characteristic curve in glaucoma detection at 0.831 and 0.887 

in the two databases, much better than state-of-the-art algorithms. The method could be used for glaucoma detection. 
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I. INTRODUCTION 

 Glaucoma is one of the common causes of blindness, and is predicted to affect around 80 million people by 2020 [16]. It is a 

chronic eye disease that leads to vision loss, in which the optic nerve is progressively damaged. As the symptoms only occur 

when the disease is quite advanced, glaucoma is called the silent thief of sight. Although glaucoma cannot be cured, its progression 

can be slowed down by treatment. Early detection of glaucoma based on effective images is highly needed. 

Digital Fundus Image is one of the main and popular modalities to diagnose glaucoma. Since it is possible to acquire DFIs in 

a noninvasive manner which is suitable for large scale screening, DFI has emerged as a preferred modality for large-scale 

glaucoma screening. In a glaucoma screening program, an automated system decides whether or not any signs of suspicious for 

glaucoma are present in an image. Only those images deemed suspect by the system will be passed to ophthalmologists for further 

examination. 

Glaucoma is detected basically by utilizing the medical history, intra-ocular pressure and visual field loss tests together with a 

manual assessment of the Optic Disc (OD) through ophthalmoscopy. OD is the location where ganglion cell axons exit the eye to 

form the optic nerve, through which visual information of the photo-receptors is transmitted to the brain. In 2D images, the OD 

can be divided into two distinct zones: a central bright zone called the optic cup (in short, cup) and a peripheral region called the 

neuroretina rim. The loss in optic nerve fibers leads to a change in the structural appearance of the OD, namely, the enlargement 

of cup region (thinning of neuroretina rim) called cupping. Since one of the important indicators is the enlargement of the cup 

with respect to OD, various parameters are considered and estimated to detect the glaucoma, such as the vertical cup to disc ratio 

(CDR) [17], disc diameter [5], ISNT rule [6], and peripapillary atrophy (PPA) [14]. 

Among the structural image cues studied for glaucoma diagnosis, CDR is a major consideration of clinician- s [2][12][13]. 

However, clinical assessment by manually annotating the cup and disc for each image is labor-intensive, and automatically 

segmenting the disc and cup in fundus images is also time consuming.  

Extracting the optic disc region of interest (ROI) will produce a smaller initial image which takes much lesser time taken to 

process compared to segmenting disc and cup [3]. In this paper, we consider the ROI image as the input of the proposed deep 

Convolutional Neural Network (CNN). 

For glaucoma detection, the disease pattern in DFIs is complex and hidden, which is different from the natural scene images. 

The analysis task of natural scene images are related to object detection of regions that has an obvious visual appearance (e.g. 

texture, shape or color). But glaucoma disease patterns could be only observed by the training and expertise of the examiner. 
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Deep learning (DL) is an active research topic which learn- s discriminative representations of data. The DL architectures are 

formed by the composition of multiple linear and non- linear transformations of the data, with the goal of yielding more abstract 

and ultimately more useful representation- s [15]. Convolutional neural networks (CNNs) are deep learning architectures, are 

recently been employed successfully for image segmentation and classification tasks [18][15][9]. DL architectures are an 

evolution of multilayer neural networks (NN), involving different design and training strategies to make them competitive. These 

strategies include spatial invariance, hierarchical feature learning and scalability [15]. In this paper, effectively capturing the 

deep features of glaucoma based on deep CNN is our main interest. 

 

Therefore, we are motivated to propose a deep learning framework for capturing the discriminative features that better 

characterize the hidden patterns related to glaucoma. The adopted DL structure consists of six layers:four convolutional layers 

and two fully-connected layers, which infers a hierarchical representation of images to discriminate between glaucoma and non-

glaucoma patterns for diagnostic decisions. 

 

 

Fig. 1. System overview of our proposed glaucoma detection based on deep convolutional neural network. The proposed DL 

architecture contains six learned layers: four convolutional layers and two fully-connected layers. The output of the last two 

fully-connected layer is fed to a soft-max classifier for glaucoma prediction. Response-normalization layers follow the first and 

second convolutional layers. Max-pooling follow both response-normalization layers as well as convolutional layers. The 

dimension of input image is 256×256×3. Data Augmentation is done by extracting random 224 224 patches from the input 

images. For better viewing, please see the color pdf file. 

 

In addition, to reduce the overfitting problem, we        adopt response-normalization layers and overlapping-pooling layers. In 

order to further boost the performance, dropout and data augmentation strategies are also adopted in the proposed DL architecture. 

The paper is organized as follows. 

In Section I, we have given an introduction of the background  and motivation for the method. In Section II, we introduce the 

overview of the deep learning architecture. In Section III, we introduce the glaucoma classification based on CNN. Section IV 

shows the experimental results, followed by the conclusions in the last section. 

 

 

 

 

 

I. OVERVIEW   OF   THE   DEEP   LEARNING   ARCHITECTURE 

 

In this paper, the proposed deep learning architecture is based on CNN. As shown in Fig.1, the net of CNN contains six layers 

with weights: the first four are convolutional and the remaining two are fully connected. The output of the last fully-connected 

layer is fed to a soft-max classifier for glaucoma prediction. Response-normalization layers and overlapping layers are employed 

in our proposed learning architecture as in [18]. layer. Since the input to n-th layer is the output of (n 1)-th layer, Q(n) = Q(n−1) and 

M(n) = M(n−1). Let H(n) be the j-        
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th output-feature-map of n-th lay. As the input-feature-maps of the n-th layer are actually the output-feature-maps of the 

(n − 1)-th layer, H(n−1) is the i-th input-feature-map of layer nFinally, we could get the output of a convolutional layer: 

 

 

 

 

 

 

 

 

Where w(n) is the kernel linking i-th input map to j-th output map,*denotes the convolution, 0≤i≤Q(n−1), 0≤j≤ Q(n−1), and b(n) is 

the bias element for j-th output-feature-O j 

 

A. Convolutional Layers 

 

  Convolutional layers are usually employed to learn small feature detectors based on patches randomly sampled 

from an image. A feature in the image at some location can be calculated by convolving the feature detector and the image at that 

location. 

Let us denote H
(n−1) 

and H
(n) 

as the input and output map of n-th layer. 

 

 

B. Response-normalization Layers 

 

  Response-normalization layers follow the first and second convolutional layers in the proposed deep learning 

architec- ture. In a neural network, the traditional way to compute a neuron’s output f utilizing f (x) = tanh(x) (x is the input). 

However, these saturating nonlinearities are much for the n-th layer of CNN. Let H
(0) 

be the 2D input imagepatch and H
(N) 

be the output of the last layer N. Let M(n) × M(n) and M(n) × M(n) be the size of the input and the output  map, respectively, for 

layer n. Denote QI and QO  as the number of input and output maps respectively for the n-th slower than the non-saturating 

nonlinearity f (x) = max(0, x). The neurons with this nonlinearity are called Rectified Linear Units (ReLUs). Denoting the activity 

of a neuron com- puted by applying kernel i at position (x, y) as ui , and after performing the ReLU nonlinearity on it, the 

response- normalized activity is computed as: 

 

 

 

 
 

where Z is the total number of kernels in the layer, the sum                                                  computes p adjacent 

kernel  

 

maps at η are hyper-parameters whose values are determined  using a validation set. 

 

 

C. Overlapping-pooling Layers 

 

 

  Pooling layers in CNNs summarizes the statistics of a feature over a region in the image. A pooling layer consists 

of a grid of pooling units spaced p pixels apart, each summarizing a neighborhood of size s s centered at the location of the pooling 

unit. When p = s, we obtain tra- ditional local pooling. When p < s, we obtain overlapping pooling,which could help to overcome 
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the overfilling. In our learning architecture, max-pooling layers follow both response-normalization layers as well as the 

convolutional layer as shown in Fig.1. 

 

 

II. GLAUCOMA  CLASSIFICATION  BASED  ON  CNN 

 

As shown in Fig.1, the output of the last two fully- connected layer is fed to a soft-max classifier for glaucoma prediction. 

A. Region of Interest (ROI) Extraction 

In this paper, we use the ROI image as the input of the proposed deep Convolutional Neural Network (CNN), which produces 

a smaller initial image which takes much lesser time taken to process compared to segmenting disc and cup [3]. In the previous 

approach in ARGALI [8], the retinal fundus image is divided into grids and the region of interest (ROI) where the optic nerve 

head is located is determined by finding the grid which is the mostly likely candidate. Since correctly identifying the ROI speed 

up the calculation of the process and boost up the performance of glaucoma detection, we adopt the algorithm in [3] to accurately 

locate the ROI in the retinal fundus image. 

In the method of [3], a preprocessing step was introduced to reduce or remove the bright fringe, which involves finding the center 

of the trimming circle and the trim radius. After obtaining ROI, the extracted result is down-sampled to a fixed resolution of 

256X256. Finally, the mean value over all the pixels in the disc image is subtracted from each pixel to remove the influence of 

illumination variation among images. 

 

B .Dropout and Data Augmentation 

In order to overcome the overfitting on image data, we employ data augmentation to artificially enlarge the dataset using label-

preserving transformations, and dropout for mod- el combination . 

Dropout: We use dropout in the two fully-connected layers in our proposed deep learning architecture. Dropout consists of 

setting to zero the output of each hidden neuron with probability 0.5 [10]. If the neurons in CNN are dropped out, they do not 

contribute to the forward pass and do not participate in back propagation. During testing, we use all the neurons but multiply their 

outputs by 0.5. 

Data Augmentation: If we do not adopt data augmen- tation, our network will suffer from substantial overfitting. Data 

augmentation consists of generating image translations and horizontal reflections[11]. At training time, data augmen- tation is 

performed by extracting random 224 × 224 patches including their horizontal reflections from the 256 256 images, and training 

our network on these extracted patches. At test time, the CNN makes a prediction by extracting five 224 224 patches including the 

four corner patches and the center patch, as well as their horizontal reflections, and averaging the predictions made by the network 

soft-max layer on these ten patches. Let us denote this test strategy as multi-view test (MVT). 

 

III. EXPERIMENTS 

To evaluate the glaucoma diagnosis performance of our proposed deep CNN method, we perform experiments on two glaucoma 

fundus image datasets ORIGA [1] and SCES [4]. 

 

A. Evaluation Criteria 

In this work, we utilize the area under the curve (AUC) of receiver operation characteristic curve (ROC) to evaluate the 

performance of glaucoma diagnosis. The ROC is plotted as a curve which shows the tradeoff between sensitivity TPR (true positive 

rate) and specificity TNR (true negative rate), defined as 

 

 

       [3] 

 

where TP and TN are the number of true positives and true negatives, respectively, and FP and FN are the number of false 

positives and false negatives, respectively. 

 

B. Experimental Setup 

We adopt the same settings of the experiments for glau- coma diagnosis in [7] in this work to facilitate comparisons. The 

ORIGA dataset with clinical glaucoma diagnoses, is comprised of 168 glaucoma and 482 normal fundus images. The SCES dataset 

contains 1676 fundus images, and 46 images are glaucoma cases. 
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C.  Experimental Results 

In order to validate the effectiveness of our deep CNN on glaucoma diagnosis accuracy, we compare the predictions of CNN to 

state-of-the-art reconstruction-based method [7]. For ORIGA dataset, we adopt the same setting of [7]. The training set contains a 

random selection of 99 images from the whole 650 images, and the remaining 551 images are used for testing. For SCES dataset, 

we use the 650 images from ORIGA for training, and the whole 1676 images of SCES are the test data. The AUC values of our 

method on ORIGA and SCES are 0.831 and 0.887, respectively. For the state-of-the-art reconstruction-based method, the AUC 

values are 0.823 and 0.860, respectively 

In addition, Fig. 2 gives six sample results by our proposed algorithm. Each fundus image is diagnosed by clinicians and the 

predicted labels with probabilities by our algorithm. Though the third row has low image quality, our method still detects the 

glaucoma, indicating its robustness and stability 

 

 

Fig. 2.     Sample diagnosis results from our proposed algorithm for glaucoma detection. Each fundus image is diagnosed by 

clinicians and the predicted labels with probabilities by our algorithm. 

 

 

 

 

IV. CONCLUSION 

 

In this paper, we present a DL framework for glaucoma detection based on deep CNN, which is able to capture the discriminative 

features that better characterize the hidden patterns related to glaucoma. The adopted DL structure contains six layers:four 

convolutional layers and two fully- connected layers. To reduce the overfitting problem, we adopt response-normalization layers 

and overlapping-pooling layers. In order to further boost the performance, dropout and data augmentation strategies are utilized in 

the proposed deep CNN. In future work, we plan to extend our study of DL architecture based on CNN to multiple ocular diseases 

detection. 
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